VIRTUALIZATION HEALTH CHECK

Abstract

A health check using Foglight Evolve has been undertaken to: reveal resource
tuning requirements that both improve performance and regain resources for
future use, and; check on current and forecast capacity to aid planning and avoid
contention, and; check for serious or frequently occurring problem that might
impact on applications.
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Management Summary

Foglight Evolve has been used to review the health of the virtual infrastructure at ABC
Company. The review has concentrated on three main areas:

e Optimization opportunities that both improve performance and facilitate the
recovery of resources for future use;

e Current and forecast capacity to aid planning and avoidance of contention;

e Frequently occurring and / or serious problems that might impact on applications

The application was deployed at the end of September to collect and analyse data. The
reports and screenshots cover the period between the 2" and the 12t of October.

Optimization: Foglight has uncovered potential for up to $45,444 of savings in the
form of deferred costs of further hardware acquisition.

Capacity: Foglight has determined that at a high level there is sufficient capacity
available to support a further 43 virtual machines similar to the current average resource
consumptions. The first constraint that keeps this number from being larger is memory.
At current trend this capacity is sufficient for 232 days.

Overview - VMware

81% Current Capacity Constraint

Running VMs 188

Cluster Name
Available VM
Available VMs 43 Time to Full
Total VMs 231

Monitoring: Though a review of individual virtual machine performance using CASK

Theory shows only modest negative impact, the alarm review show lots of latency
events particularly at the storage level, many of which are of lengthy duration.

Alarm Source Alarm Count v Severites Sorn Duration
F w Min Max Avg
MW Datastore Average Latency 1.156 I B8 383 -512min 7,8hr  20min
StSAN E Physical Disk Busy w Email 1.148 770 15 min 2,7hr 1,1hr
VMW ESX Server Total Latency 600 B B3 390 -51.2min @ 7,8hr | 23min
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Optimization

Foglight has uncovered potential for up to $45,444 of savings in the form of deferred
costs of further hardware acquisition. The breakdown can is shown below:

Total Potential Savings x
Recovery Total Savings Total
# (e 1] 4.1 THz of CPU $22,205
i Memory 2.1 TB of Memory $17,951

Storage 18.9 TB of Storage $810

ELE Abandoned VM Images  22.1 TB of Storage  $1,233

i | powered OFf VMs 44.7 TB of Storage  $2,601

@ Unused Template Images 2 TB of Storage $113

“»% Snapshots 2.8 TB of Storage $168

4 f M
‘?’ Potental Zombie VMs S0t SBofMemory .,
- o 11.4 GHz of CPU

il Total Potential Savings $45,444

Calculations within the optimizer analytics are governed by setting which determine
how aggressively (or otherwise) recommendations for optimization and right-sizing
should be applied. The defaults are intended to provide for the maximum utilizations
yet seen plus and overhead for growth. The settings used were as shown below:

\ Settings Didog ' x
eEn mm i
o » -
L af (@ i s I -
| Configuration Waste Excluded Prices Credentials Constraints

These settings are for CPU, Memory and Storage Optimization,

Thresholds
Py Memory Storage
Wamning: 75%  Critical: 83% Warning: 85%  Critical: 90% Warning: 90%  Critical: 95%

Recommendation Calculation
Resource wu Memory Storage

Reserve Margin 5 % 5 I3 =

Acceptable Variation| |3 w0 vz | [3 %[0 |m8 [3 Jos[102¢ Jme

Basis| [Maximum Peak Utiization | | [Maximum Peak Utiization | | [Maximum Peak Utiization |

Peak analysis period: 15 minute(s) Threshold for merging peaks: 5%
Evaluate calculation over this period of time [30 Day(s) History Period [30 Day(s)
Save Cancel
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Foglight Evolve's optimization analytics has determined that there are potential deferred
cost savings for CPU of $22,205. There are more than 120 individual
recommendations for decreasing CPU allocations, increasing allocations for those virtual
machines at or close to their current limits, changing reservations and removing limits.
A variety of these are shown below:

21l Redaim Savings Today ~ Select a virtual machine to start redaiming resources Redaim Now Redlaim Later

Search for a Virtual Machine O ~
Virtual Machine a Utilization Peak Utiization CPU Recommendations Modify Recommendation

Dﬂ,‘ 2,62% (109,6 MHz of 4,2 GHz) 1,3 GHz Decrease CPU Allocation from 2 to 1 Decrease CPU Allocation from 2 to 1 &
O EE] 3/66% (153,4 Mz of 4,2 Ghz) 3,6 GHz Increase CPU Allocation from 2 to 3 Increase CPU Allocation from 2 to 3

'Li_:y DBS 0,91% (47,1 MHz of 5,2 GHz) 883,6 MHz Decrease CPU Allocation from 2 to 1 Cannot auto-reclaim vApp, cannot guarantee VM start order

DL"E 15,58% (652,7 MHz of 4,2 GHz) 3,6 GHz Increase CPU Allocation from 2 to 3 Increase CPU Allocation from 2 to 3

D{S 0,64% (26,8 MHz of 4,2 GHz) 214,6 MHz Decrease CPU Allocation from 2 to 1 Decrease CPU Allocation from 2 to 1

Dﬁ m 3,42% (143,5 MHz of 4,2 GHz) 704,2 MHz Decrease CPU Allocation from 2 to 1 Decrease CPU Allocation from 2 to 1

Show Excluded tems 0

i) 4,47% (187,3 MHz of 4,2 GHz) 213,4 MHz

Dﬁ 4,47% (187,3 MHz of 4,2 GHz) 213,4 MHz Decrease CPU Allocation from 2 to 1 Decrease CPU Allocation from 2 to 1
O B 4,497% (187,3 MHz of 4,2 GHz) 213,4 MHz Remove CPU Limit (4,2 GHz) s

Foglight Evolve's optimization analytics has determined that there are more than 30
rightsizing activities required but that the net result of these regarding deferred costs /
savings is neutral. Whilst cost neutral they will improve overall performance. The 33
individual recommendations include decreasing memory allocations, increasing
allocations for those virtual machines at or close to their current limits and removing
some imposed limits. A variety of these are shown below:

21l Redaim Savings Today ~ Select a virtual machine to start redaiming resources Redaim Now Redaim Later
= Show Excluded Items 0 Optimized Mode |Aggressive -
Search for a Virtual Machine O ~ 3
Virtual Machine « Utilization Peak Utiization IMemory Recommendations Modify Recommendation
1] 98,39%(3,9GBof4GB) 4GB Increase Memory Allocation from 4 GB to 4,9 GB Cannot auto-reclaim vApp, cannot guarantee VI start order %
O e 94,14% (1,9 GBof 2 GB) 1,9GB Increase Memory Allocation from 2 GB to 2,4 GB Increase Memory Allocation from 2 GB to 2,4 GB
D[r:; 100,00% (4 GB of 4 GB) 4GB Increase Memory Allocation from 4 GB to 4,9 GB Increase Memory Allocation from 4 GB to 4,9 GB
1 e 68,73% (1,4 GB of 2 GB) 1,4GB
O =] 68,73% (1,4 GB of 2 GB) 1,4GB Decrease Memory Allocation from 2 GBto 1,7 GB Decrease Memory Allocation from 2 GB to 1,7 GB
O 68,73% (1,4GBof 2GB)  1,4GB Remove Memory Limit (2 GB)
O 73,07% (1,5 GB of 2 GB) 1,6 GB Decrease Memory Allocation from 2 GB to 1,9 GB Decrease Memory Allocation from 2 GB to 1,9 GB
]:]L‘E‘ m 96,84% (5,8 GB of 6 GB) 5,8GB Increase Memory Allocation from 6 GB to 7,2 GB Increase Memory Allocation from 6 GB to 7,2 GB
5} 65,90% (1,3 GB of 2 GB) 1,3GB E
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Foglight Evolve's optimization analytics has determined that there are potential deferred
cost savings for Storage of $810. There are more than 150 individual
recommendations relating to the ABC Company-Group cluster alone. These
recommendation mostly relate to the recovery of over allocated storage and for the ABC
Company-Group cluster this would result in reclamation of 2.8TB. Examples of these
recommendations can be seen below:

2l Redaim Savings Today  Select a Storage to start redaiming resources Redaim Now Redaim Later

= show Excluded Ttems 0

Search o2~
virtual Machine « Utilization Storage Recommendations Modify Recommendation
[home 0,23% (22,5 MB of 9,7 GB) Change size of /home from 9,7 GB to 1 GB Cannot auto-redaim vApp, cannot guarantee VM start order
[postgresql 29,30% (11,5 GB of 39,2 GB) Change size of /postgresgl from 39,2 GB to 13 GB Cannot auto-redaim vApp, cannot guarantee VI start order

im] 48,70% (24,3 GB of 50 GB)
ey 48,70% (24,3 GB of 50 GB) Change size of C:\ from 50 GB to 28 GB Credentials required.

i3] 31,27% (604,3 GB of 1,9 TE)

ca 49,71% (19,7 GB of 39,7 GB) Change size of C:\ from 39,7 GB to 23 GB Credentials required.
[JF:A 26,31% (7,9 GB of 29,9 GB) Change size of F:\ from 29,9 GB to 9 GB Credentials required
[z 30,96% (576,7 GB of 1,8 TB) Change size of Z:\ from 1,8 TB to 672 GB Credentials required.

lin] 47,50% (3,3 GB of 19,6 GB)

Foglight identified no abandoned virtual machine images in the monitored
environment.

Foglight identified a single virtual machine in the monitored environment that had been

powered off for more than 30 days.

2l Redaim Savings Today  Redaim is not supported at this time Redaim Now Redaim Later

= show Excluded tems 0

Datastores sze Powered Off For

O
0 OEEEEEA TR 19 s10ae)

Foglight identified no unused template images in the monitored environment.

Foglight identified no orphaned or out of date snapshots in the monitored environment.
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Foglight Evolve identified 20 virtual machines whose usage pattern suggests that they
are running, consuming resources but not actively being used. It is possible that this
categorization might be incorrect but each should be investigated both to reclaim the
resources and to improve the performance of the remainder of the environment.
Examples are shown below, note that 2 have already been investigated and excluded
from the list of potential zombies.

2l Redaim Savings Today  Select a virtual machine to start redaiming resources Redaim Now Redaim Later

= show Excluded Items 2

Virtual Machine + cru Memory Disk Throughput Network  Recomment dations
1] Meaboiy 21,91z 127,718 19,1K8/s 298,88/s Power Off VI

[ frrcimencimencime 29 MHz 191,218 13,9 KB/s 08fs Povier OFf VM
(5] Ny 9,5 MHz 26,5MB 1,2K8fs 57,98fs ower OFf VI
i peiopvrotesy 100,2 MHz 120M8 30,7 Kfs 3,3KBfs ovier OFf VI

e 31 MHz 176,4 M8 1,9K8/s 933,18/s ower Off VM

K
K
'5-

{157 ey 40,1 MHz 182,218 3,3K8s 211,18/s ower OFf Vi

[ ettt 38,2 MHz 181,1MB 3,3KBfs 210,78fs ower OFf VI

1) I o o A O ]
== g
4
4
4

P
P
P

[ Sewotth 156,3 MHz 200,5 MB 32K8fs 472,885 Power Off VM
P
P
P

oy 41,7 MHz 181,818 3,3K8fs 217,58/s ovier Off VM

It should be noted that a number of tools provide recommendations but that rarely do
organizations manage to realise the value they promise. The reason for this can be
illustrated by a worked example regarding practicality.

Imagine that there were 100 recommendations awaiting action. Each action requires
opening the vSphere Ul, finding the appropriate object (VM), navigating to the correct
point and then making the change. Let's assume that for each recommendation this
process can be accomplished in 6 minutes (this is typically an under estimate).

100 recommendations x 6 minutes = 600 minutes = 10 hours

That is 10 hours of solid work with no breaks, no interruptions, etc. This means that the
work would need to be spread over several days. Moreover some of the operations can
only be completed when the underlying systems can be shutdown for maintenance. All
this means that in practice only a small number of recommendations are acted upon
before people give up.

Foglight Evolve is different. Foglight has an embedded workflow automation system.

To take action on a recommendation, the user selects those they wish to apply (without
changing to another user interface) and then chooses to take action "“Now" (for those
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things that do not require a reboot) or to schedule them to occur “Later” during a
maintenance window.

» Redaim Now [%] Reclaim Later

The user can go further once they trust the recommendations in a particular category
whereupon they can configure the system to take care of them entirely automatically
during maintenance periods without presenting them or requiring manual intervention.

Foglight Evolve makes it possible to realize the value that

others promise and fail to deliver.

Quest Software Commercial In Confidence Page 7 of 10



Capacity

Foglight Evolve has determined that at a high level there is sufficient capacity available
to support a further 43 virtual machines similar to the current average resource
consumptions. The first constraint that keeps this number from being larger is memory.
At current trend this capacity is sufficient for 232 days.

Overview - VMware

81% Current Capacity Constraint

o Storage(s) Included [A3 =
Running VMs 7 I I T L e —
Avaiable VMs 43 Time to Ful S | Cluster Average - Edit Slot Size
Total VMs 231

od 7 Days

This is further broken down by cluster. We can see that the primary cluster is the ABC
Company-Group cluster consisting of 4 ESX Hosts and currently running 167 virtual
machines. Foglight has calculated the mean size of the existing VMs in each resource
category and has determined that there is capacity on this cluster for a further 40 VMs
matching this average. The first resource constraint preventing a greater number being

deployed is Memory.

Clusters | Hosts

Cluster Name

PS Cluster

4|l duster_testing

Slots Avaiable ~
40

ESX Hosts
4

Slot Size
CPU: 330 MHz
Memory: 8,7 GB
Storage: 89 GB
Throughput: 272 KB/s

CPU: 257 MHz
Memory: 9,7 GB
Storage: 64 GB

Throughput: 116 KB/s

VMs
167

Foglight has analysed the resource consumption and predicted forward usage.

°| Clsters | Hosts and Workoad

Select a Cluster Resource Utilizationf=~=~—~~JCluster
Search o~ Current Capacity Peak CPU Performance Recommendations
Chster Nome HA cPu 290,5GHz | VCPU/Core Ratio 44:1 g-30da
& || cluster_testing (- W Memory 3078 Physical CPU Cores 112 Resource Add the following within 30 days
o Femmoopuster ) Storage 236TB | Powered On vCPUs 497 cPu 0
Hypervisors 4 Average % Ready 03 % Memory o
VMs and Templates 200 Storage 0
Projected CPU Usage ~ | | Projected Memory Usage -
= UtiliZation = Capacity===HA Capacity e Utili2ation = Capacity ===HA Capacity 2
300 Tra
200
2 28
~S A —— 100"
0 0
%y %, %, %, %, %, %, Nt Yttt Y % % %% %, % %% A% hhh
A R I i N e A N G 0 Ky ha W wn W 0 Op Ao e L 0 W
Used Hz: 85,1 GHz Growth Rate Per Week:  367,2 MHz Consumed: 1978 Growth Rate Per Week: 10,4 GB
Total Hz: 290,5 GHz Time To Full: > 1 Year Capacity: 3,0TB Time To Full:
Projected Storage Usage ~ | | Projected Storage IOPs Usage -
—— Utilization —— Capacity ——iops

— el 2
—

ST Y W
%, %, %, %, %, %, %, % T % % % % % %

e % W % Yo v e 9, G Oy 4 4> ¥, 9
Consumed: 17378 Growth Rate Per Week:  400,9 GB
Capacity: 23678 Time To Full:

Quest Software

%, %, %, %, % %, %, %ttt % %
I 2 e e T N
Consumed: 2,0K/s Growth Rate Per Week:  -72,2¢/s
Capacity: N/A Time To Full N/A

Commercial In Confidence
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Monitoring
Foglight Evolve has analysed individual virtual machine performance using CASK Theory.
This essentially says that a virtual machine is most constrained by its most constrained
resource.

ESX Server

Powered On
Powered On
Powered On
Powered On
Powered On
Powered On
Powered On
Powered On
Powered On
Powered On
Powered 00
Powered On
Powered On
Powered On

Powered On

CASK analysis shows a very bad score for

Performance Score

Bottieneck
Disk Latency
CPU Utization
CPU Unkzation
CPU Utieation
CPU Utzation
Memary Baboon
Memory Utdzation
Disk Latency
Memory Utization
Memory Utiization
Disk Latency
Disk Latency
CPU Utkzation
CPU Utkzation
Disk Latency

Memory Utization

Bottleneck Volue.
140ms

B eyt )

zzzzzzzzy which is suffering from severe disk

latency (higher scores being good and lower ones bad).

Perfarmance Score Detals x
performance score petais (2o e e ]

A igher vabie s more unsed resources ere aveisbi:

+ Performence Score Detail
DiskLatency Score
CPU Utitaton Score
CPU Cantenton Scove
Memory Utizaton score
P a Liited Score

Wermary Baloan Score

Wesmory Swspped score

This situation is corroborated by the Alarm Analysis which shows lots of latency events
particularly at the storage level both at the data store and physical storage layers, many
of which are of lengthy duration.

Alarms by Source

| Search P~ =
Severities Alarm Duration

Alarm Source Alarm Count v F c W Min Max [
VMW Datastore Average Latency 1.156 - - 383 -51,2 min 7,8hr 20min 4
SESAN E Physical Disk Busy w Email 1.148 Bl 700 15min | 2,7hr ,1hr
VMW ESX Server Total Latency 600 B B 390 -5i2mn 7,8k 23min
Catalyst Garbage Collector Check 386 386 7 sec 39 sec 9sec
StSAN E LUN Total Latency over Threshold w Email 341 - 62 15 min 21d 1,5d
StSAN E Filer Volume Write Latency Over Threshold w Email 280 - 15 min 1,3hr 18 min
VMW PNICs Packet Loss 134 134 5,0 min 1,6hr = 8,4min
VMW Standard Virtual Switch Network Packet Loss 133 133 5,0 min 1,6hr  8,3min
StSAN E Filer Volume Read Latency over Threshold w Email 118 - 47 15 min 1,7hr 23 min
VMW Virtual Machine Balloon Memory Deflation 73 - 14 5,0 min 18d 9,9hr
VMW Virtual Machine Memory Swapping 71 - - -51,3 min S,2hr 27 min
VMW ESX Server Queue Latency 62 - - 37 4,8 min 50 min 12 min
VMware Virtual Machine OS reboot 58 - -1,8hr S,3hr 18 min
VMW Datastore Inactive 56 =5 5,0 min 18d 1,7d
VMW Virtual Machine VMware Tools 55 55 4,1 min 21d 11d
VMW Virtual Machine Logical Drive Estimated Fill Time 48 - 32 24hr 6,0d 1,7d
VMW ESX Server Balloon Memory Deflation 46 - 18 -51,3 min 7,8hr 1,3hr
VMW Virtual Machine Memory Utilization 44 - - 27 4,8 min 20min = 6,6 min
VMW Virtual Machine Logical Drive Availability 38 38 -50,9 min 18d 3,0d
StSAN E NASVolume Low Available Capacity with Email 24 - 15 21d 21d 21d
VMW ESX Server Memory Utilization Upward Trend 21 - 60 min 3,0hr 1,7hr ~

Quest Software
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The two example alarms shown below are typical of the many:

Alarm
[(Y)] Diagnostic time range 02.10.2018 - 02.11.2018 1month

| Q Physical Disk %busy is over threshold

| [ summary | FistoryMotes | Source |

Alarm Summary
{ | Parent Object Details
— Triggered at: 30.10.18 22:33
o E] Physical Disk %busy is over threshold
» - Disk = orfamrd had an average busy of 91.50 %
[ oo over the last 30 minutes, This is greater than the threshold of |
90 %.
Disk % Busy History || Things Affected
T 57 StSAN E Physical Disk Busy w Emal affects:
% || Thereis no other things affected by this alarm.
Okt 09 Okt 16 Okt 23 Okt 30
| SR S
Troubleshooting
Background Suggestions
This alarm s generated when the disk %busy average for the | No Suggestions
last 30 minutes has been over the threshold. This implies a
hot spot that can affect multiple LUNs and Volumes.
Diagnose | | Blackouts

Acknowledge | | Acknowledge Unti Normal Clear Cancel

Alarm

@ LUN total latency is over threshold

| summary | History/Notes || Source |

Alarm Summary

Parent Details

Triggered at: 31.10.18 00:33
LUN total latency is over threshold

% !

@ < |
Er==mm] e B e e e e e on Ba S has & current
T latency of 401.06 mSec/op. This is over the critical threshold
I} Bttt

amount of 35.00 mSec/op.

LUN Total Latency History | Things Affected

= 5 StSAN E LUN Total Latency over Threshold w Email
o 00
/ 3 || here is no other things affected by this alarm.
200

23:55 00:05 00:15 00:25 00:35 00:45
e i}

Troubleshooting
Background Suggestions
Total latency for this LUN is over the aitical threshold, or the

No Suggestions
last 3 values for latency are over the warning threshold.

Diagnose | | Blackouts

For more information, please contact your Quest Software Account Representative,

Quest Software

or visit quest.com/Foglight-Evolve.
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